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Abstrak. Deteksi hama pada tanaman sawi merupakan langkah penting untuk
menjaga kualitas hasil pertanian. Penelitian ini mengembangkan aplikasi
desktop untuk mengidentifikasi daun sawi ada hama atau tanpa hama
menggunakan metode deep learning berbasis EfficientNetBO. Dataset yang
digunakan berasal dari CAISIM dan terdiri dari dua kelas citra daun sawi.
Model dilatih menggunakan binary cross-entropy serta teknik data
augmentation untuk meningkatkan generalisasi. Hasil pengujian menunjukkan
bahwa model EfficientNetBO mampu mencapai akurasi validasi sebesar
97,65% dengan nilai loss 0,0544, sehingga sangat efektif dalam membedakan
daun sawi yang terinfeksi hama dan yang sehat. Model terlatih kemudian
diintegrasikan ke dalam aplikasi desktop berbasis Python, sehingga pengguna
dapat melakukan deteksi secara langsung melalui antarmuka yang sederhana
dan mudah digunakan. Penelitian ini membuktikan bahwa integrasi
EfficientNetBO dalam aplikasi desktop dapat menjadi solusi praktis untuk
mendukung sistem deteksi hama pada pertanian modern.

Abstract. Detecting pests on mustard plants is an important step in
maintaining the quality of agricultural yields. This study developed a desktop
application to identify mustard leaves with or without pests using the
EfficientNetB0-based deep learning method. The dataset used was sourced
from CAISIM and consisted of two classes of mustard leaf images. The model
was trained using binary cross-entropy and data augmentation techniques to
improve generalisation. Test results show that the EfficientNetBO model is
capable of achieving a validation accuracy of 97.65% with a loss value of
0.0544, making it highly effective in distinguishing between cabbage leaves
that are infected with pests and those that are healthy. The trained model was
then integrated into a Python-based desktop application, allowing users to
perform detection directly through a simple and easy-to-use interface. This
research proves that the integration of EfficientNetBO into desktop
applications can be a practical solution to support pest detection systems in
modern agriculture.

1. Pendahuluan

Salah satu komoditas hortikultura yang sangat menguntungkan dan banyak dikonsumsi oleh masyarakat Indonesia
adalah Sawi [1]. Namun, hama sering merusak daun tanaman Sawi, menyebabkan kualitas dan kuantitas hasil
panen menurun [2]. Proses deteksi hama secara manual melalui pengamatan visual masih sering digunakan.
Namun, metode ini memiliki beberapa keterbatasan, termasuk membutuhkan pengalaman tenaga ahli, waktu yang
lama, dan kemungkinan kesalahan dalam identifikasi [3]. Oleh karena itu, solusi kontemporer diperlukan untuk

mengidentifikasi hama secara cepat, akurat, dan efektif [4].
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Proses identifikasi hama dan penyakit tanaman menjadi lebih mudah berkat kemajuan Al dan Computer Vision.
Metode deep learning, terutama Convolutional Neural Network (CNN), telah terbukti lebih efektif dalam
pengolahan citra karena kemampuan untuk mengekstraksi informasi visual secara otomatis. EfficientNetB0 adalah
salah satu arsitektur CNN yang memiliki kelebihan dalam hal efisiensi komputasi dan akurasi tinggi [5]. Oleh
karena itu, cocok digunakan untuk keperluan deteksi hama pada daun tanaman.

Penelitian sebelumnya menunjukkan bahwa CNN sangat baik dalam klasifikasi gambar daun tanaman. Sebagai
contoh, sebuah penelitian yang dilakukan untuk mengidentifikasi hama daun di tanaman hidroponik menemukan
bahwa metode CNN dapat mendeteksi empat jenis daun berbeda: daun kriting, daun kutu kebuluran, daun sehat,
dan daun terkena septoria. Dengan menggunakan 183 data pelatihan dan 49 data validasi, penelitian tersebut
menemukan bahwa jarak pengambilan gambar, pencahayaan, dan kejernihan citrus sangat memengaruhi akurasi
metode CNN [6]. Hasil ini menunjukkan bahwa penggunaan CNN sangat mungkin diterapkan untuk mendeteksi
hama daun sawi.

Penelitian ini menggunakan arsitektur EfficientNetBO untuk mengembangkan sistem deteksi hama pada daun sawi.
Dataset yang digunakan adalah CAISIM, yang mengandung gambar daun sawi dalam dua kategori utama: daun
dengan hama dan daun tanpa hama. Pelatihan model dilakukan melalui tahapan preprocessing, augmentasi data,
dan perancangan arsitektur jaringan sesuai kebutuhan klasifikasi [7]. Penelitian ini tidak hanya berfokus pada
pengembangan model, itu juga berfokus pada penerapan sistem aplikasi dalam dunia nyata.

Pengembangan aplikasi desktop ini memungkinkan deteksi hama pada tanaman sawi dengan lebih cepat, efisien,
dan akurat. Untuk mendapatkan hasil prediksi secara otomatis, pengguna hanya perlu mengunggah gambar daun
ke aplikasi. Diharapkan penelitian ini dapat membantu praktik pertanian kontemporer, meningkatkan
produktivitas, dan membantu petani menemukan serangan hama sejak dini.

2. Metode Penelitian
2.1. Desain Penelitian

Penelitian ini menggunakan metode eksperimental dengan penerapan teknik deep learning berbasis Convolutional
Neural Network (CNN) untuk melakukan Klasifikasi hama pada daun sawi. Model yang digunakan adalah
EfficientNetBO0 yang diintegrasikan ke dalam aplikasi berbasis desktop. Tahapan penelitian meliputi pengumpulan
dataset, preprocessing data, perancangan model, pelatihan model, evaluasi performa, dan implementasi dalam
aplikasi desktop.

2.2. Data Collection

Data yang digunakan dalam penelitian ini berasal dari himpunan gambar daun sawi CAISIM dari dua kelas utama:
Data Sawi Ada Hama dan Data Sawi Tanpa Hama. 1.065 gambar total digunakan, terdiri dari 852 gambar untuk
proses pelatihan dan 213 gambar untuk proses validasi. Gambar tersebut diambil dengan berbagai kondisi
pencahayaan, sudut pengambilan, dan tingkat kejernihan gambar, sehingga dapat mencerminkan berbagai kondisi
lapangan. Kemudian, dataset ini diolah menggunakan fungsi image_dataset from_directory() pada TensorFlow,
dengan ukuran gambar yang diseragamkan menjadi 224 x 224 piksel dan format warna RGB. Dengan
menggunakan dataset ini, model dapat lebih baik mempelajari cara membedakan karakteristik visual antara daun
sawi yang sehat dan daun yang terinfeksi hama.

2.3. Preprocessing dan Augmentasi Data

Sebelum digunakan pada tahap pelatihan model, proses preprocessing dilakukan untuk memastikan bahwa semua
gambar dalam dataset memiliki format yang sama [8]. Sebelum diubah menjadi ukuran 224 x 224 piksel untuk
memenuhi persyaratan arsitektur EfficientNetBO, setiap gambar diubah ke format RGB dan diubah menjadi tensor
numerical agar jaringan saraf dapat menanganinya [9]. Untuk meningkatkan stabilitas pelatihan, citra juga
dinormalisasi sehingga nilai piksel berada dalam rentang yang sesuai [10]. Sehingga model dapat mempelajari
polavisual secara konsisten, tahapan preprocessing ini bertujuan untuk mengurangi perbedaan teknis antar gambar
[11].

Penelitian ini menggunakan berbagai teknik augmentasi data untuk meningkatkan kemampuan generalisasi model
dan menghindari overfitting [12]. Teknik augmentasi seperti RandomFlip, RandomRotation, dan RandomZoom
secara acak mengubah orientasi, sudut rotasi, dan tingkat pembesaran gambar. Modul keras digunakan untuk
meningkatkan.karena transformasi diterapkan secara otomatis selama pelatihan dengan sequential(). Metode ini
membuat model dapat mengidentifikasi variasi kondisi citra yang lebih luas, seperti perbedaan pencahayaan atau
posisi daun, yang menghasilkan kinerja yang lebih baik pada data nyata.
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Gambar 1. Prapemrosesan dan Augmentasi Citra
2.4. Arsitektur Pemodelan

Arsitektur model yang digunakan dalam penelitian ini adalah EfficientNetBO yang berperan sebagai feature
extractor utama. Model dibangun menggunakan pendekatan Functional API, diawali dengan input berukuran 224
x 224 x 3 yang kemudian diproses melalui lapisan data augmentation meliputi RandomFlip, RandomRotation,
dan RandomZoom. Setelah augmentasi, citra diteruskan ke tahap preprocessing menggunakan fungsi
eff_preprocess sebelum memasuki backbone EfficientNetBO dengan parameter include_top=False dan bobot awal
ImageNet. Keluaran dari EfficientNetBO kemudian dirangkum melalui lapisan GlobalAveragePooling2D,
dilanjutkan dengan lapisan Dense 256 (ReLU) dan Dropout 0.5, kemudian Dense 64 (ReLU) dan Dropout 0.3
untuk memperkuat generalisasi model. Tahap akhir menggunakan Dense(1, activation="sigmoid") sebagai output
untuk melakukan klasifikasi biner antara daun sawi ada hama dan tanpa hama. Struktur arsitektur ini dirancang
untuk menghasilkan keseimbangan antara akurasi tinggi dan efisiensi komputasi.

2.5. Evaluasi dan Implementasi

Evaluasi model dilakukan menggunakan validation dataset yang terdiri dari 213 citra daun sawi untuk mengukur
performa model dalam mengklasifikasikan dua kategori, yaitu daun sawi ada hama dan daun sawi tanpa hama.
Pengujian dilakukan menggunakan metrik akurasi, loss, Confusion Matrix, dan Classification Report untuk
memastikan keandalan prediksi model EfficientNetB0. Hasil evaluasi menunjukkan performa yang konsisten dan
akurat, sehingga model dianggap layak untuk diterapkan dalam penggunaan praktis. Setelah melalui tahap
evaluasi, model yang telah dilatih kemudian diintegrasikan ke dalam sebuah aplikasi desktop berbasis Python
(Tkinter) yang dirancang agar pengguna dapat mengunggah citra daun sawi dan memperoleh hasil prediksi secara
langsung. Sistem melakukan preprocessing otomatis, menjalankan model untuk menghasilkan keluaran, serta
menampilkan status kondisi daun dalam antarmuka yang sederhana dan mudah dipahami. Implementasi ini
bertujuan untuk memberikan solusi praktis dalam deteksi hama pada tanaman sawi, sehingga dapat membantu
petani dan pengguna umum dalam melakukan identifikasi dini secara cepat tanpa memerlukan keahlian teknis.

TP +TN
Accuracy = o TN ¥ FP 4 FN M
o TP
Precision = TP+ FP 2
TP
Recall = m (3)
Precision X Recall
F1 —Score =2 X 4)

Precision + Recall

3. Hasil dan Pembahasan
3.1. Hasil Penelitian

Pelatihan model dilakukan menggunakan arsitektur EfficientNetBO dengan dua tahap, yaitu transfer learning dan
fine-tuning. Pada tahap awal, backbone EfficientNetB0 dibekukan dan hanya lapisan klasifikasi yang dilatih selama
15 epoch. Hasil pelatihan menunjukkan peningkatan akurasi dari epoch ke epoch dengan nilai loss yang terus
menurun, menandakan bahwa model mampu mempelajari pola daun secara efektif. Tahap kedua dilakukan dengan
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membuka sebagian lapisan EfficientNetBO untuk fine-tuning selama 5 epoch sehingga model dapat menyesuaikan
bobot lebih optimal terhadap dataset daun sawi.

TP + TN
Accuracy = oo TN ¥ FP 4 FN M
128 + 84
Accuracy = 4 84151 0 @
208
Accuracy = —— = 0.9765 atau 97.65% 3)

203

Proses evaluasi dilakukan menggunakan 213 citra validasi. Model menunjukkan performa yang sangat baik dengan
tingkat akurasi validasi sebesar 97,65% dan nilai loss sebesar 0,0544, sesuai hasil evaluasi pada laporan. Confusion
Matrix memperlihatkan bahwa sebagian besar citra dapat diklasifikasikan dengan benar, baik untuk kelas “Data
Sawi Ada Hama” maupun “Data Sawi Tanpa Hama”. Classification Report juga menunjukkan nilai precision,
recall, dan F1-score yang tinggi pada kedua kelas, menandakan bahwa model tidak hanya akurat tetapi juga
seimbang dalam mengenali kedua kategori daun.

TP 124 124

Precision = TP T FP =174 s =179 = 0.9612 atau 96.12% 4)
TP 124 124
Recall=TP+FN=124+0=m=1atau100% (5
Precision X Recall
F1=Score =2 Precision + Recall (®)
0.9612 x 1.0
F1 —Score =2 X 0961210 = 0.9800 atau 98% 7

Selain pengujian pada dataset, model juga diuji menggunakan beberapa citra uji manual dengan kondisi
pencahayaan dan sudut pengambilan gambar yang berbeda. Berdasarkan pengujian tersebut, model mampu
menghasilkan prediksi yang konsisten dan sesuai dengan kondisi daun, sehingga membuktikan kemampuan
generalisasi model yang baik. Hasil ini mendukung bahwa EfficientNetBO merupakan arsitektur yang tepat
digunakan pada penelitian deteksi hama daun sawi.

3.2. Pembahasan

Hasil pelatihan dan evaluasi menunjukkan bahwa penggunaan EfficientNetBO memberikan performa yang sangat
baik untuk tugas klasifikasi daun sawi. Keberhasilan model dipengaruhi oleh beberapa faktor utama, antara lain
penggunaan data augmentation yang membantu model mengenali variasi citra, penggunaan fungsi aktivasi ReLU
pada lapisan dense, dan pemilihan binary cross-entropy sebagai fungsi loss yang sesuai untuk klasifikasi biner.
Selain itu, penggunaan fungsi eff preprocess pada EfficientNetBO turut memastikan bahwa citra input berada
dalam format yang sesuai dengan standar pretrained model, sehingga memperkuat stabilitas pelatihan.

Confusion Matrix - EfficientNetB0

Data Sawi Ada Hama

True label

Data Sawi Tanpa Hama

Data Sawi Ada Hama Data Sawi Tanpa Hama
predicted label

Gambar 2. Confusion Matrix

Confusion Matrix menunjukkan bahwa kesalahan prediksi sangat sedikit, sehingga risiko misklasifikasi pada data
baru relatif rendah. Hal ini berarti model mampu melihat perbedaan visual antara daun yang terinfeksi hama dan
daun sehat dengan cukup baik. Namun demikian, seperti penelitian serupa pada tanaman hidroponik yang
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menyoroti pengaruh kualitas citra terhadap hasil klasifikasi, performa model pada penelitian ini juga sangat
bergantung pada kualitas input, seperti pencahayaan, ketajaman gambar, serta jarak pengambilan foto. Oleh karena
itu, citra dengan kualitas buruk dapat berpotensi menurunkan akurasi prediksi.

EfficientNetBO - Accuracy EfficientNetBO - Loss
—— Train Loss
’_/\/h\—/\ 031 Val Loss

0.4+

1.00

0.95

0.90 4
0.34

Accuracy
Loss

0.24

0.80 0.1
—— Train Acc
Val Acc \‘——‘—/
T T T T T T T T T T T T T T
2 4 6 8 10 12 14 2 4 6 8 10 12 14
Epoch Epoch

Gambar 3. Kurva Pelatihan Model EffivientNetBO

Grafik akurasi dan loss menunjukkan bahwa proses pelatihan model EfficientNetB0 berlangsung secara stabil dan
efektif. Pada grafik akurasi, terlihat bahwa nilai train accuracy meningkat tajam dari epoch awal kemudian terus
naik hingga mendekati 1.00, sedangkan validation accuracy berada pada rentang stabil sekitar 0.96-0.98, yang
menandakan bahwa model mampu melakukan generalisasi dengan baik pada data validasi. Sementara itu, grafik
loss memperlihatkan penurunan train loss yang konsisten dari nilai awal yang tinggi menuju nilai rendah di bawah
0.1, diikuti oleh validation loss yang turun dengan pola yang hampir serupa. Kurva validation loss yang relatif
stabil tanpa lonjakan signifikan menunjukkan bahwa model tidak mengalami overfitting secara berarti. Secara
keseluruhan, kedua grafik tersebut mengindikasikan bahwa model berhasil mencapai performa yang optimal
dengan keseimbangan antara akurasi tinggi dan nilai loss yang rendah, sehingga layak digunakan dalam proses
deteksi hama pada daun sawi.

@ Aplikasi Deteksi Hama Sawi

Deteksi Hama Sawi (EfficientNetB0)

Pilih Gambar

Silakan pilih gambar sawi (ada/tanpa hama) untuk dideteksi

Gambar 4. Tampilan Aplikasi Desktop

Black Box Testing dilakukan dengan menguji fitur utama aplikasi, seperti fungsi unggah gambar, proses deteksi
otomatis, tampilan hasil prediksi, serta respons aplikasi terhadap berbagai jenis input citra. Hasil pengujian
menunjukkan bahwa aplikasi mampu menampilkan keluaran sesuai yang diharapkan untuk setiap skenario uji,
termasuk ketika diberikan gambar daun sawi sehat maupun terinfeksi hama, sehingga memastikan bahwa aplikasi
tidak hanya akurat secara algoritmik, tetapi juga berfungsi dengan baik saat digunakan oleh pengguna.
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Tabel 1. Hasil Uji Blaxbox Testing
No  Skenario Uji Input Output yang Diharapkan Output yang Dihasilkan Status
1 Mengunggah gambar  File gambar  Gambar tampil pada area preview  Gambar tampil dengan  Berhasil
daun sawi (jpa/.png) aplikasi benar
2 Melakukan deteksi hama ~ Gambar daun sawi  Output: “Tanpa Hama” Aplikasi menampilkan  Berhasil

sehat

“Tanpa Hama”

3 Melakukan deteksi hama ~ Gambar daun sawi  Output: “Ada Hama” Aplikasi menampilkan “Ada  Berhasil
terinfeksi hama Hama”
4 Input file bukan gambar File PDF / TXT Aplikasi menolak dan  Aplikasi menampilkan  Berhasil
menampilkan pesan kesalahan peringatan invalid file

5 Tidak ada file yang KIlik tombol deteksi  Aplikasi menampilkan peringatan  Aplikasi menampilkan  Berhasil
dipilih tanpa input “silakan pilih gambar” pesan peringatan

6 Menguji stabilitas  Mengunggah Aplikasi  tetap  stabil dan Aplikasi berjalan stabil  Berhasil
aplikasi beberapa gambar  memproses setiap gambar tanpa error

secara bergantian

Gambar 5. tersebut menunjukkan tampilan aplikasi desktop deteksi hama sawi berbasis EfficientNetBO0 yang
berhasil menampilkan citra daun sawi terinfeksi hama pada area antarmuka utama.

¢ Aplikasi Deteksi Hama Sawi

Deteksi Hama Sawi (EfficientNetB0)

Hasil: Data Sawi Ada Hama (99.80%)

Pilih Gambar

Silakan pilih gambar sawi (adaftanpa hama) untuk dideteksi

Gambar 5. Hasil Uji 1

Aplikasi desktop deteksi hama sawi berbasis EfficientNetBO pada gambar 6. tersebut menunjukkan bahwa sistem
berhasil memproses citra daun sawi yang diunggah pengguna dan menampilkannya pada area tampilan aplikasi.
Berdasarkan hasil prediksi, aplikasi mengklasifikasikan citra tersebut sebagai “Data Sawi Tanpa Hama” dengan
tingkat keyakinan 95.76%, yang menandakan bahwa model mampu mengenali karakteristik daun sehat dengan
sangat baik. Proses unggah gambar, analisis model, dan penampilan keluaran juga berjalan lancar tanpa kesalahan,
sehingga membuktikan bahwa aplikasi mampu memberikan hasil deteksi yang akurat dan responsif pada kondisi
daun sawi yang tidak terinfeksi hama.

Integrasi model ke dalam aplikasi desktop berbasis Python membuktikan bahwa model tidak hanya bekerja baik
pada tahap pelatihan, tetapi juga dapat diterapkan dalam penggunaan sehari-hari. Aplikasi mampu memproses
gambar yang diunggah pengguna, melakukan preprocessing otomatis, menjalankan prediksi menggunakan model
EfficientNetB0, dan menampilkan hasil secara cepat. Hal ini menunjukkan bahwa sistem yang dikembangkan
tidak hanya memiliki performa akademik yang baik tetapi juga memiliki nilai praktis yang tinggi bagi petani
maupun pengguna umum.
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Gambar 6. Hasil Uji 2

4. Kesimpulan

Penelitian ini berhasil mengembangkan sebuah sistem deteksi hama pada daun sawi menggunakan metode deep
learning berbasis arsitektur EfficientNetB0. Model dilatih menggunakan dataset CAISIM yang terdiri dari dua
kelas, yaitu daun sawi ada hama dan tanpa hama, dengan proses preprocessing, augmentasi data, serta tahapan
transfer learning dan fine-tuning yang dilakukan secara sistematis. Hasil evaluasi menunjukkan bahwa model
mampu mencapai tingkat akurasi validasi sebesar 97,65% dengan nilai loss 0,0544, yang menandakan bahwa
model memiliki kemampuan generalisasi yang sangat baik dalam membedakan daun sawi sehat dan yang terinfeksi
hama.

Selain pengembangan model, penelitian ini juga berhasil mengimplementasikan sistem ke dalam sebuah aplikasi
desktop berbasis Python, yang mampu melakukan deteksi hama secara otomatis melalui tampilan antarmuka yang
sederhana dan mudah digunakan. Pengujian menggunakan metode Black Box Testing menunjukkan bahwa aplikasi
mampu menjalankan seluruh fungsinya dengan baik, mulai dari pemilihan gambar, penampilan citra, hingga
penyajian hasil prediksi dengan tingkat keyakinan yang tinggi. Dengan demikian, sistem ini dapat menjadi solusi
praktis untuk membantu petani, peneliti, maupun pengguna umum dalam mengidentifikasi kondisi daun sawi
secara cepat, akurat, dan efisien.

Berdasarkan hasil penelitian yang telah dilakukan, terdapat beberapa saran yang dapat dijadikan acuan untuk
pengembangan penelitian selanjutnya. Pertama, diperlukan penambahan variasi data pada dataset, baik dari segi
kondisi daun, pencahayaan, maupun jenis hama, agar model dapat beradaptasi pada kondisi lapangan yang lebih
luas. Kedua, penggunaan arsitektur deep learning yang lebih kompleks atau teknik ensemble dapat
dipertimbangkan untuk meningkatkan performa model, terutama dalam kondisi citra yang sulit atau berkualitas
rendah. Ketiga, aplikasi desktop yang telah dikembangkan dapat ditingkatkan dengan penambahan fitur seperti
penyimpanan riwayat deteksi, deteksi secara realtime melalui kamera, atau integrasi dengan sistem berbasis web
dan mobile agar lebih mudah diakses. Terakhir, uji coba langsung pada lingkungan pertanian nyata sangat
disarankan untuk memvalidasi kinerja model dan memastikan bahwa sistem benar-benar efektif digunakan oleh
petani di lapangan.
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